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1. Introduction 

This chapter investigates the potential of recurrent spiking neurons for classification 
problems. It presents a hybrid approach based on the paradigm of Reservoir Computing. The 
practical applications based on recurrent spiking neurons are limited due to the lack of 
learning algorithms. Most of the previous work in the literature has focused on feed forward 
networks because computation in these networks is comparatively easy to analyse. The 
details of such networks have been reported in detail in (Haykin, 1999) (Pavlidis et al., 2005) 
(Bohte et al., 2000). Recently, a strategy proposed by Maass (Maass et al., 2002) and Jaeger 
(Jaeger, 2001) offers to overcome the burden of recurrent neural networks training. In this 
paradigm, instead of training the whole recurrent network only the output layer (known as 
readout neuron) is trained.  
This chapter investigates the potential of recurrent spiking neurons as the basic building 
blocks for the liquid or so called reservoir. These recurrent neural networks are termed as 
microcircuits which are viewed as basic computational units in cortical computation (Maass 
et al., 2002). These microcircuits are connected as columns which are linked with other 
neighboring columns in cortical areas. These columns read out information from each other 
and serve both as reservoir and readout. The reservoir is modeled as a dynamical system 
perturbed by the input stream where only readouts are trained to extract information from 
the reservoir. The basic motivation behind investigating recurrent neurons is their potential 
to memorise relevant events over short periods of time (Maass et al., 2002). The use of 
feedback enables recurrent networks to acquire state representation which makes them 
suitable for temporal based applications such as speech recognition. It is challenging to 
solve such problems with recurrent networks due to the burden of training. The paradigm 
of reservoir computing also referred to as liquid computing relaxes the burden of training 
because only an output layer is trained instead of training the whole network. The work 
presented in this chapter analyses the theoretical framework of Reservoir Computing and 
demonstrates results in terms of classification accuracy through the application of speech 
recognition. The design space for this paradigm is split into three domains; front end, 
reservoir, and back end. This work contributes to the identification of suitable front and 
back end processing techniques along with stable reservoir dynamics, which provides a 
reliable framework for classification related problems. 
The work presented in this chapter suggests a simple and efficient biologically plausible 
approach based on a hybrid implementation of recurrent spiking neurons and classical feed 
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forward networks for an application of isolated digit recognition. The structure of this 
chapter is as follows: section 2 elaborates the motivation, related work, theoretical review 
and description of the paradigm of reservoir computing. Section 3 contains details about the 
experimental setup and investigates front-end pre-processing techniques and reservoir 
dynamics. A baseline feed forward classifier is described in section 4 and results are 
presented. Results based on reservoir recognition are presented in section 5. Section 6 
discusses results obtained through Poisson spike encoding. A thorough discussion and 
conclusion of the chapter is provided in section 7. 

2. Computing with recurrent neurons 

The paradigm of reservoir or liquid computing is promising because it offers an alternative 
to the computational power of recurrent neural networks, however analytical study of such 
networks is not trivial (Legenstein et al., 2003) (Joshi & Maass, 2005) (Jaeger & Haas, 2004). It 
facilitates training in a recurrent neural network where a linearly non separable low 
dimensional data is projected on a high dimensional space. The readout of the reservoir can 
be trained with partial information extracted from the reservoir which suffices to solve 
complex problems such as speech recognition. In this approach, readout only observes the 
membrane potential of the spiking neurons at particular time steps which is far more 
efficient than fully quantifying the reservoir dynamics. It is due to this property that 
relatively simple readout can be trained with meaningful internal dynamics of the reservoir.  
The framework of reservoir computing is more suitable for hardware implementation 
because network connections remains fixed in the network and there is no need to 
implement weight adaptation for recurrent reservoirs. This paradigm is inherently noise 
robust therefore more suitable for digital hardware implementation on reconfigurable 
platforms such as FPGAs. FPGA implementation of recurrent spiking neurons gives the 
flexibility to develop such networks with simple real-world interface and offers other 
desirable features such as noise robustness. This paradigm appears to have great potential 
for engineering applications such as robotics, speech recognition, and wireless 
communication (Joshi & Maass, 2004) due to the computationally inexpensive training of 
readout neurons. This paradigm can also be used for channel equalization of high speed 
data streams in wireless communication as suggested by (Jaeger & Haas, 2004).  
Since the inception of the theoretical foundation by Jaeger and Maass, various groups have 
focused on investigating different aspects of the paradigm for engineering applications e.g., 
Skrownski et al., investigated the paradigm of echo state networks for speech recognition 
applications where the HFCC (Human Factor Cepstral Coefficient) technique was investigated 
for front end processing and HMM (Hidden Markov Model) classifier was used for back end 
processing. The overall performance was compared with the baseline HMM classifier. The 
main focus of the work was to investigate the noise robustness of the system based on echo 
state networks (Skowronski & Harris, 2007).Verstraeten et al., analysed the classification 
accuracy of a reservoir with different benchmarks. In their study, both sigmoidal and LIF 
(Leaky Integrate-and-Fire) based reservoirs were tested for evaluating the memory capacity 
and overall classification accuracy was calculated based on different sizes of the reservoir. The 
memory capacity was analysed by evaluating the maximum number of patterns that could be 
stored for short period of time and memory is analysed by different circuit connections in the 
reservoir. Moreover, different speech pre processing techniques were also elaborated and their 
robustness is measured against overall system performance (Verstraeten et al., 2007).  
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In previous studies, different solutions have been proposed in order to improve the 
reservoir dynamics to get better accuracies. Maass and Jaeger stated that it is possible to 
obtain a stable reservoir if topology and weights are drawn randomly (Maass et al., 2002). 
Jaeger emphasised to control the scaling of the weights while Maass emphasised that stable 
dynamics can be obtained with proper connection topologies. The objective in both cases 
was to ensure the property of fading memory or echo state in the network. It appeared from 
these studies that the paradigm does not depend on a specific connectivity of a reservoir 
rather more on a distributed, stable and redundant representation of the neurons. In a recent 
study, Ismail Uysal investigated a noise robust technique by using phase synchrony coding 
(Uysal et al., 2007). However, in all of these studies, there are no specific guidelines 
regarding implementation and stability of reservoirs and all reported techniques that 
significantly vary from each other based on the authors’ experiences of reservoir computing.  
Implementing stable reservoir is a challenging task, however the stability of the reservoir is 
not the only criteria which will guarantee a solution to the problems at hand. Two important 
factors are the proper investigation of front and back end techniques. Regardless of the size 
of the reservoir or processing nodes, it is rather difficult to solve a problem without 
investigating a robust front end technique. This work will investigate three main areas: a 
robust front end, a stable and compact reservoir, and an efficient back end engine for the 
task of recognition. The overall accuracy of the reservoir based classification technique will 
be compared with the baseline feedforward network. 

2.1 Theoretical background 

In contrast to feedforward networks, where inputs are propagated to the output layer in a 
feedforward manner, feedback loops are built into the design of recurrent networks in order 
to incorporate dynamical properties. One of the simple and well known architecture was 
introduced by John J Hopfield (Hopfield, 1982) and Elman in 1990 (Elman, 1990). Other 
modified architectures based on recurrent neural networks (RNN) have been proposed by 
Jordan (Jordan, 1996) and Bengio (Bengio, 1996) (see Fig. 2).  The Hopfield networks consists 
of a set of neurons and corresponding unit delays with no hidden units as illustrated in Fig. 
1. In this network, the total numbers of feedback loops are equal to the total number of 
neurons where the output of each neuron is fed back to each of the other neurons in the 
network with no self feedback loop (Haykin, 1999). Hopfield neural networks are promising 
but they require large number of neurons compared to the number of classes and take 
considerably more time to compute compared to feedforward networks (Looney, 1997). 
Elman network commonly is a two layer network where output from the first layer is fed 
back to the input of the same layer. A short term memory can be implemented by including 
delay in the connection which stores values from the previous time step that can be used in 
the current time step. Because of this short term memory capability, Elman networks can be 
trained to respond to the spatio-temporal patterns. Jordan type artificial neural networks are 
recurrent networks with delayed loopback connections between a context output and input 
layer. The context layer allows the network to produce different values with the same input 
based on the history. In Bengio networks, the network response is fed back to the input 
through a context layer and a delayed output from the previous time steps.  
Recurrent neural networks have also been investigated by other researchers such as (Doya, 
1995) (Atiya, 2000) and (Pearlmutter, 1995). Recurrent neural networks can be represented as 
a Mealy state machine which receives inputs and produces outputs that are dependent both 
on its internal state and the input (see Fig. 3). 
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Fig. 1. This figure shows Hopfield network model which consists of a set of neurons and 
corresponding set of unit delays. This makes this model a recurrent multiple loop feedback 
system.  
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Fig. 2. Recurrent neural networks 

A major advantage of recurrent neural networks such as Elman, Bengio, and Jordan is their 
capability to store information for a short period of time. In feedforward networks, memory 
can be augmented with tapped delay lines while recurrent networks are provided with 
build-in memory by recurrent loops (Haykin, 1999). There is no straight forward way to 
construct a recurrent neural network which will work as a finite state machine, therefore 
RNNs have to be trained to simulate a specific problem. There has been limited success in 
this regard and there is no standard algorithm for training RNNs (Jaeger, 2001). There have 
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Fig. 3. Mealy type finite state machine where output Y(t) is dependent on the input U(t), 
internal state, X(t) and the function fM. 

been some attempts to develop learning algorithms for recurrent networks but they are 
computationally much more expensive and non-trivial to converge (Haykin, 1991) (Jaeger, 
2002) (Williams & Zipser, 1989) (Singhal & Wu, 1989) (Atiya et al., 2000). Some of these 
algorithms are based on approximating the gradient, others are based on approaches such as 
extended Kalman filter, EM (expectation-maxmisation) based algorithms and novel 
architectures such as focused backpropagation and the approximated Levenberg-Marquardt 
algorithm. A detailed discussion about training of recurrent neural networks is provided by 
(Atiya et al., 2000). There has been significant research in the temporal phenomena at the 
synapse level (Abbott & Nelson, 2000) but less emphasis on the learning dynamics at the 
network level (Jaeger, 2001).         
Recently, in order to overcome the burden of training in recurrent networks, the paradigm 
of liquid computing was introduced by Maass and Jaeger. This paradigm covers three main 
techniques in classification related problems: Echo State Machine (Jaeger, 2001), 
Backpropagation Decorrelation (Steil, 2004), and Liquid State Machine (Maass et al., 2002). 
The fundamental motivation behind all these techniques is to overcome the computational 
burden of the recurrent neural network training. In the paradigm of liquid computing, the 
partial response of a recurrent reservoir is observed from outside by any suitable 
classification algorithm such as back propagation. It is much easier and more 
computationally efficient to train the output layer (feedforward network) or so called 
‘readout’ neurons, instead of the complete network of recurrent neurons. An abstract 
overview of the Liquid State Machine is shown in Fig. 4. 
The mathematical theory of liquid computing is based on the observation that if a complex 
recurrent neural circuit is excited by an input stream u(t) and after some time s, such that 
when t > s a liquid state x (t) is captured, then it is very likely that this state will contain 
most of the information about recent inputs. According to the theory, it is not possible to 
understand the neural code but it is not important because liquid by itself serves as short 
term memory and the major task of learning depends on the state vector x(t) which is 
exclusively used by the readout neurons. The liquid reservoir transforms the input stream 
u(t) to a high dimensional spatial state x(t) (Maass et al., 2002). The paradigm is shown in 
Fig. 5. 
The liquid state machine (LSM) is somewhat similar to the finite state machine (FSM) but the 
major difference is that LSM is viewed as a state machine with no limited states in contrast 
to the FSM where all transitions are custom designed and pre determined. According to the 
theory, if the reservoir state x(t) is high dimensional and if its dynamics are sufficiently 
complex then many concrete finite state machines are embedded in it. Mathematically, a 
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Fig. 4. An abstract overview of a liquid state machine where an input stream u(t) is mapped 
to a target function y(t).  An input is injected to the liquid filter LM and state vector xM(t) is 
captured at each time step t. The state vector is applied to the readout neurons through 
mapping fM in order to approximate the target function y(t) (figure annotated from Maass et 
al., 2002). 
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Fig. 5. An abstract overview of a neural reservoir which shows an input U(t) is fed into the 
spiking recurrent reservoir where different states are captured in the block ‘liquid state’ 
which are used as training vectors for readout neurons.  

liquid state machine M consists of a filter LM that maps input stream u(t) onto reservoir state 
x(t), where x(t) not only depends on u(t) but also on previous input u(s) (Maass et al., 2002). 
Mathematically this can be written as: 

 x(t) = (LM u)(t)  (1) 

While a readout function fM maps the state of the liquid x(t) into a target output y(t).  

 y(t) = fM (xM(t))  (2) 

The advantage of the neural reservoir is that it does not require a task specific connectivity and 
it does not require any specific code by which information is represented in the neural 
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reservoir because only the readout neurons are trained (Maass et al., 2002). Theoretical results 
imply that this is a universal state machine which has no limitation on the power of neural 
microcircuit as long as the reservoir and readouts fulfill the separation and approximation 
properties.  In order to construct a neural microcircuit, the following three steps are required: 
The structure of a neural reservoir is defined in terms of processing node types (LIF, HH or 
Izhikevich), total number of recurrent neurons, their connectivity and parameters. Whereas, 
the state vector x(t) of the neural reservoir is recorded at different time steps for different 
inputs u(t). A supervised learning algorithm is applied to train a readout function f such that 
an actual output f(x(t)) is as close as possible to the target value y(t). The simulation 
experiments performed by Jaeger and Maass showed that a simple readout would be 
sufficient to extract information from the recurrent neural reservoir. The major difference 
between ESN and LSM are the node types where sigmoid neurons are used for ESN and LIF 
neurons for LSM. The results are demonstrated with classification problems as reported in 
(Jaeger, 2001) (Maass et al., 2002) (Maass et al., 2004b). Maass et al., examined the recurrent 
LIF neurons in a bench-mark task proposed by (Hopfield & Brody, 2001) (Hopfield & Brody, 
2000). The robustness of a neural reservoir is justified by Cover’s separability theorem, 
which states that if a pattern classification problem is projected non-linearly on a high 
dimensional space, it is more likely to be linearly separable in comparison to the low 
dimensional space (Cover, 1965) (Skrownski et al., 2007). 
It was stated by Maass and Jaeger that temporal integration can be achieved by randomly 
created recurrent neural reservoirs and various readouts can be trained with the same 
reservoir. A classification can be guaranteed by this paradigm if the dynamics of a reservoir 
exhibit a property of fading memory or echo state property. The concept of echo state property 
or fading memory is introduced because different states disappear over time. Theoretically, 
this paradigm appears to have no limits on the power of the neural microcircuit but there 
are no specific guidelines as how to construct a stable or ordered recurrent neural reservoir, 
an appropriate front end and classification algorithm for backend readout. In the following 
section, an experimental framework is proposed inspired by the paradigm of reservoir 
computing where the design space is split into three main areas: front end, back end and 
reservoir. Each one of these areas were analysed individually and then integrated for their 
performance evaluation (Ghani et al., 2006) (Ghani et al., 2008).  

3. Experimental setup 

The task of isolated spoken digit recognition is significantly complex and different 
techniques for solving this problem have been reported in the literature (Sivakumar et al., 
2000) (Zhao, 1991) (Kim et al., 1999). In this section, a biologically plausible hybrid engine is 
proposed inspired by the framework of reservoir computing to solve isolated digit 
recognition. A rather simple feed forward multilayer perceptron is proposed and used as 
readout for classification of 10 isolated spoken digits from the TI46 speech corpus 
(Doddington & Schalk, 1981). The readout neurons were trained with standard back 
propagation algorithms and with only partial information extracted from recurrent reservoir 
being used in the training. It is computationally expensive to process all the states recorded 
from the recurrent reservoir and therefore inefficient for backend classification. In this 
experiment, only five states were recorded sampled at every 25 ms from start to the end of a 
1 second simulation of the reservoir. A detailed design flow of the reservoir classification 
engine is shown in Fig. 6. 
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Fig. 6. This figure shows different steps involved in the investigation of the speech 
recognition application with a recurrent neural reservoir. The input speech samples are pre- 
processed and noise is removed by an end-point detection technique. Features are extracted 
and processed as inputs for the neural reservoir. In order to reduce the computational 
burden of readout, only partial information is extracted and simple feedforward neural 
network is used for classification. 

In the following sections, the approach is investigated and analysed in three stages: feature 
extraction through linear predictive coding, investigation of stable neural reservoir 
dynamics and back end processing through simple gradient based learning. The experiment 
is based on the subset of isolated digit recognition (digits 0-9) dataset from the TI46 speech 
corpus. The dataset provides samples spoken by five different speakers with each digit 
being uttered four times by each speaker. This provides a total dataset of 200 speech 
samples (10 digits x 5 speakers x 4 utterances). 
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3.1 Pre-processing  

In the application of speech recognition, it is very important to detect the signal in the 
presence of background noise in order to improve the accuracy of a system. A speech signal 
can be divided into three states: silence, unvoiced and voice (Luh et al., 2004). It is very 
important to remove the silence state in order to save the overall processing time and hence 
to improve the accuracy. In order to detect the silence part, an end-point detection technique 
is used where signal energy is calculated and a threshold value is determined. The total 
amount of data processing is minimised by accurately detecting the start and stop points in 
a sample speech signal (see Fig. 7). As shown in the figure, a spoken word ‘five’ is sampled 
at 12 KHz for 8260 samples or a duration of 0.69 seconds. Total silence time before and after 
voice is around 0.37 seconds or 4453 samples. By reducing this silence time, the overall 
signal pre processing time can be improved to 53%.   
 

c1

c7

c1

c7

c1

c7

c1

c7

 

Fig. 7. This figure shows a raw speech signal sampled at 12 KHz for 8260 samples. The 
utterance can be divided in three clearly differentiable parts: silence, speech and then 
silence. The waveform has quite a significant part of silence in the beginning and the end of 
a signal. End-point detection technique removes the silence part from raw speech signal and 
only voiced portion of the signal as shown in the bottom plot is processed. By using an end 
point detection technique, overall processing time can be improved to 53%. 

3.2 Feature extraction 

Once the noise is filtered out from the speech signal, an appropriate speech coding 
technique is applied for feature selection. Different biologically plausible and signal 
processing based techniques such as frequential based MFCC (Mel Frequency Cepstral 
Coefficient), Lyon Passive Ear and Inner Hair Cell models have been reported in the 
literature and a detailed comparison is provided by (Verstraeten et al., 2005). These 
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techniques provide a good analysis but none of them offers an optimal solution. In this 
experiment, a temporal based LPC (Linear Predictive Coding) technique is applied which is 
one of the most useful methods for encoding a speech signal. In this method, present 
samples of the speech are predicted by the past p speech samples. Mathematically, this can 
be written as: 

 1 2( ) ( 1) ( 2) ... ( )px n a x n a x n a x n p= − + − + + −#   (3) 

Where ( )x n#  is the predicted signal value, x(n- p) the previous observed value and ap the 

predictor coefficient. The coefficients, a1, ….ap remain constant while the objective is to 
estimate the next sample by linearly combining the most recent samples. Another important 
consideration is to minimise the mean square error between the actual sample and the 
estimated one. The error generated by this estimate can be calculated as: 

 ( ) ( ) ( )e n x n x n= − #   (4) 

Where e(n) is the calculated error and x(n) is the true signal value. 
Speech is sampled at the rate of 12 KHz and noise is removed by the end-point detection 
technique. The frame size is chosen as 30 ms and a frame rate 20 ms. Autocorrelation 
coefficients were computed from the windowed frame and Hamming window is used to 
minimise the signal discontinuities at the beginning and end of the frame. An efficient 
Levinson-Durbin’s algorithm is used to estimate the coefficients from a given speech signal. 
It is computationally expensive and not feasible to process all frames in the signal. It also 
leads to few problems because due to the various signal lengths the total numbers of frames 
are different. For this experiment, total four frames were selected for each spoken digit in 
linear distance from the start and end point of the signal, 7 coefficients per time frame over 
four frames and hence total 28 features per sample were processed. These feature vectors 
were found to be a good compromise between computational complexity and robustness 
(Shiraki & Honda, 1988). These frames were used for training and testing the baseline feed 
forward classifier. For reservoir based approach, same coefficients were used as inputs, 
further details are reported in the following section. 

3.3 Reservoir dynamics  

In order to model a stable reservoir, it is very important that it should have two qualities: 
separation and approximation (Maass et al., 2002). The approximation property refers to the 
capability of a readout function to classify the state vectors sampled from the reservoir. The 
separation property refers to the ability to separate two different input sequences from each 
other. This is important, because the readout network needs to be able to distinguish 
between two different input patterns to have a good classification accuracy. If the output 
responses of a reservoir for two different inputs are the same then the readout network will 
not be able to differentiate between the two patterns and thus will not be able to classify 
which pattern belongs to a particular class.  
In this study, reservoirs are generated in a stochastic manner where a 3D column is 
constructed (see Fig. 8a) which is a biologically plausible way to imitate microcolumnar 
structures in a neocortex (Maass et al., 2002), other configurations are also possible as shown 
in Fig. 8 b, 9a and 9b. There have been other strategies proposed in the literature for their 
satisfactory performance based on empirical data (Legenstein & Maass, 2005) (Skowronski & 
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                                            (a)          (b) 

Fig. 8. (a) A 5x5x5 3D grid constructed with a single input neuron  
(b) Three microcolumns of size (3x2x6) (3x1x6) and (3x2x6) with three input neurons. 

 

 
   (a)     (b) 

Fig. 9. (a) A 5x1x5 cortical column fully connected with a single input neuron  
(b)  A 3x3x6 grid with three input neurons 

Harris, 2007) (Jaeger, 2002) (Verstraeten et al., 2007) (Uysal et al., 2007). The design space for 
constructing a stable reservoir is huge and depends on various important factors such as 
node type, probability of local and global connections and the size of the reservoir. Apart 
from the reservoir intrinsic dynamics, there are other factors which contribute to the overall 
performance of a reservoir such as input features which are used to perturb the reservoir. It 
is very important that a reliable front end is investigated so that the reservoir can effectively 
separate different input streams. Once a stable reservoir is constructed then different 
snapshots are recorded from the reservoir at different time steps and processed for 
approximating a readout function (Legenstein & Maass, 2005). If two reservoir states 
xu(t)=(Ru)(t) and xv(t)=(Rv)(t) for two different histories x(.) and v(.) are different then the 
reservoir dynamics are stable, otherwise they will be considered as chaotic. This property is 
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desirable from practical point of view because different input signals separated by the 
reservoir can more easily be classified by the readout neurons.  
Additionally, the key factor behind a stable reservoir is its short term memory capability 
which depends on a number of parameters such as membrane threshold, reset voltage and 
leaky integration. The advantage of bigger reservoirs is that they increase the dimensionality 
of the reservoir states and data becomes more visible to the readout neurons. One of the 
criteria in evaluating the computational capability of a recurrent reservoir is to analyse its 
separation property. It was observed from experimentation that a task which is solved by a 
large reservoir can also be solved by a much smaller recurrent reservoir provided that the 
network is capable of differentiating between two different input streams. It is important to 
observe the reservoir states xu(t) = (Ru) (t) and xv(t) = (Rv)(t) for two different input histories 
u(t) and v(t). In order to fulfill the separation property, two different histories have to be 
captured by the reservoir to prove that the reservoir dynamics are not chaotic. This is also 
important for a readout function to distinguish between two different inputs in order to 
approximate the output function. It is demonstrated in this experiment that simple readout 
neurons such as an MLP could classify different input streams if properly separated by the 
reservoir. A major advantage of this approach is the improved classification accuracy with a 
few neurons which overcomes the burden of bigger reservoirs.  
The reservoir is constructed as a three dimensional grid (see Fig. 8a) and the probability of 
connecting two neurons with each other is determined by calculating the Euclidean distance 
D between the nodes i and j: 

 ( , , )x y zi i i i=  and ( , , )x y zj j j j=   (5) 

Where distance between nodes i and j is calculated as: 

 2 2 2( , ) ( ) ( ) ( )x x y y z zD i j i j i j i j= − + − + −   (6) 

In equation 5, i and j are input neurons with three coordinates, x, y and z. The probability to 

connect two neurons i and j is calculated by using the following equation: 

 ( , )

( , )
.conn i j

D i j
P C e λ=

−
  (7) 

In equation 7, λ is used to control the average amount of connections between neurons. 

Depending on whether neurons i and j were excitatory or inhibitory, the value of C was 

used as suggested by (Maass et al., 2002). This is an important factor in controlling the 

reservoir dynamics. Different reservoirs were investigated in order to analyse their short 

term memory and results are reported. In Fig. 10, an architecture of a cortical column is 

shown where an input stimulus is fully connected to the reservoir of 27 spiking neurons and 

states were recorded. The reservoir states x(t) refer to the states of all the neurons in the 

reservoir in terms of membrane voltages and spike firing times at particular time steps (t, 

t+1…t+n), further details regarding reservoir states are provided in section 5.  

As shown in Fig. 11, most of the neurons in the reservoir are active which shows an ordered 
activity in response to the input stimulus. These reservoir states can be used as short-term 
memory for readout neurons. The membrane time constant is set to 30 ms, absolute 
refractory period to 3 ms and threshold voltage to 15 mV. The reservoir neurons i, j and 
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Fig. 10. This figure shows a reservoir of 27 (3x3x3) LIF neurons fully connected with an 
input neuron. Some neurons are marked with magenta balls which denote inhibitory 
neurons while others are excitatory neurons. 

 

Fig. 11. This figure shows a response of an input square wave in terms of membrane 
voltages. The top plot shows an input stimulus and bottom plot shows the membrane 
voltages. The vertical axes show the neurons’ membrane potential and the horizontal axis 
shows the simulation time. 

their synaptic connectivity is defined by equation 7 where average amount of connections 
were controlled by parameter λ. The λ value of 2 is used in these simulations. The 
parameters selection is based on the biological data obtained from Henry Markram’s Lab in 
Lausanne (Gupta et al., 2003). The data is obtained through experiments on rat 
somatosensory cortex and suggested by Maass (Maass et al., 2002).  
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In the paradigm of reservoir computing, readout neurons have an exclusive access to the 
liquid or reservoir states x(t). For stable reservoir dynamics, it is required that two different 
inputs u(s) and v(s) should produce two significantly different states xu(t) and xv(t) which 
will hold information about preceding inputs. If the reservoir dynamics are stable (ordered) 
then a simple memory-less readout can produce the desired output (Natschlaeger et al., 
2002). In order to analyse the separation property of reservoirs, various reservoir 
architectures were simulated and their responses were observed in terms of membrane 
voltages and spike times. In these simulations, 3D columns were used with different 
reservoir sizes. A standard leaky integrate and fire model was simulated where the 
membrane potential of a neuron was calculated as follows: 

 ( ) .( ( ) )m
m m resting m syn noise

dV
V V R I t I

dt
τ = − − + +   (8) 

Where τm is the membrane time constant, Vm the membrane voltage, Vresting is the membrane 
resting potential which is 0 V, Isyn(t) is the synaptic input current, Inoise is a Gaussian random 
noise with zero mean and a given variance. The membrane potential is set to the value of 
Vinit (0.013 V). If the membrane voltage Vm exceeds a certain threshold Vth (0.015 V) it is reset 
to the Vreset which is similar to the value of Vinit .  
In order to observe more realistic responses of the reservoir, the features extracted through 
LPC technique were fed into the reservoir and the reservoir states were recorded. The inputs 
can be fed into the reservoir in two different ways: analog currents and spike trains. In these 
simulations analog currents were used as inputs. In section 7, the input values were encoded 
in spike trains and results were analysed. In Fig. 12, the reservoir architecture is shown with 
a column of 8 neurons fully connected with an input neuron. The membrane voltages and 
spike times in response to input digits 1 and 7 in Fig. 13 and 15. For these simulations, the 
membrane threshold voltages were set to 15 mV and reset voltages to 13.5 mV. An ordered 
activity is observed in all these responses. It can be seen from these simulations that most of 
the neuron’s membrane voltages and spike firing times were in order which shows a stable 
reservoir dynamics.  

 

Fig. 12. This figure shows a column of 8 neurons (2x2x2) fully connected with an input 
neuron. The input to this reservoir is digit 0. 
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Fig. 13. This figure shows an input digit one and its response in terms of membrane voltage 
and spike times. The simulation is run for 1 second and spikes were recorded when 
membrane potential exceeded a threshold value of 15 mV. The reset voltage was set to 13.5 
mV. The weights were randomly drawn between -0.1 and 0.1. Total 200 states were recorded 
by setting the recorder’s time step of 5 ms. The middle plot shows the membrane potential 
and bottom plot shows the spike times. The membrane activity is shown in comparison with 
the spike firing times. 

 

Fig. 14. This figure shows the internal dynamics of a reservoir in response to digit 7. 
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Fig. 15. This figure shows an architecture of 27 (3x3x3) recurrent LIF neurons fully 
connected with two input neurons.  

In these simulations the reservoir architecture and the number of neurons were remained 
fixed and internal states were analysed in response to different input stimuli. It is important  
to observe that reservoir internal states correspond to the input stimulus and could separate 
two different inputs. This is an important property which has to be verified for successful 
classification because readout neurons will have an exclusive access to the membrane 
voltages of the neurons in the reservoir, if the reservoir states were not significantly different 
from each other then the readout neurons will not be able to classify different inputs.   
In order to analyse the robustness of a reservoir, two inputs were simultaneously applied to 
the fully connected reservoir and states were recorded. The state differences were analysed 
as shown in Fig. 18 and 19. Fig. 17 shows the architecture used for these simulations with 27 
LIF neurons fully connected with two input neurons. The inputs to the reservoir are two 
sine waves with different frequencies.  
 

 

Fig. 16. This figure shows spike times in the bottom plot in response to two different inputs 
(top plot). The vertical blue lines show the neurons firing times in response to input 2 which 
is clearly separable from input 1.  
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Fig. 17. This figure shows the membrane voltages and spike times in response to two 
different inputs. The reservoir activity is in order with regard to the input stimuli where 
both spike times and membrane voltages are separable.   

 

Fig. 18. This figure shows an architecture of 8 neurons (2x2x2) partially connected with an 
input neuron. 
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