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Preface

The process of integrated circuits (IC) started its era of very-large-scale integration (VLSI) 
in 1970’s when thousands of transistors were integrated into a single chip. Since then, 
the transistors counts and clock frequencies of state-of-art chips have grown by orders of 
magnitude. Nowadays we are able to integrate more than a billion transistors into a single 
device. However, the term “VLSI” remains being commonly used, despite of some effort to 
coin a new term ultralarge- scale integration (ULSI) for finer distinctions many years ago. In 
the past two decades, advances of VLSI technology have led to the explosion of computer 
and electronics world. VLSI integrated circuits are used everywhere in our everyday life, 
including microprocessors in personal computers, image sensors in digital cameras, network 
processors in the Internet switches, communication devices in smartphones, embedded 
controllers in automobiles, et al. 

VLSI covers many phases of design and fabrication of integrated circuits. In a complete VLSI 
design process, it often involves system definition, architecture design, register transfer 
language (RTL) coding, pre- and post-synthesis design verification, timing analysis, and chip 
layout for fabrication. As the process technology scales down, it becomes a trend to integrate 
many complicated systems into a single chip, which is called system-on-chip (SoC) design. 
In addition, advanced VLSI systems often require high-speed circuits for the ever increasing 
demand of data processing. For instance, Ethernet standard has evolved from 10 Mbps to 
10 Gbps, and the specification for 100 Gbps Ethernet is underway. On the other hand, with 
the growing popularity of smartphones and mobile computing devices, low-power VLSI 
systems have become critically important. Therefore, engineers are facing new challenges to 
design highly integrated VLSI systems that can meet both high performance requirement and 
stringent low power consumption. 

The goal of this book is to elaborate the state-of-art VLSI design techniques at multiple 
levels. At device level, researchers have studied the properties of nano-scale devices and 
explored possible new material for future very high speed, low-power chips. At circuit level, 
interconnect has become a contemporary design issue for nano-scale integrated circuits. 
At system level, hardware-software co-design methodologies have been investigated to 
coherently improve the overall system performance. At architectural level, researchers have 
proposed novel architectures that have been optimized for specific applications as well as 
efficient reconfigurable architectures that can be adapted for a class of applications. 

As VLSI systems become more and more complex, it is a great challenge but a significant task 
for all experts to keep up with latest signal processing algorithms and associated architecture 
designs. This book is to meet this challenge by providing a collection of advanced algorithms 
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in conjunction with their optimized VLSI architectures, such as Turbo codes, Low Density 
Parity Check (LDPC) codes, and advanced video coding standards MPEG4/H.264, et al. Each 
of the selected algorithms is presented with a thorough description together with research 
studies towards efficient VLSI implementations. No book is expected to cover every possible 
aspect of VLSI exhaustively. Our goal is to provide the design concepts through those 
selected studies, and the techniques that can be adopted into many other current and future 
applications. 

This book is intended to cover a wide range of VLSI design topics – both general design 
techniques and state-of-art applications. It is organized into four major parts: 

 ▪ Part I focuses on VLSI design for image and video signal processing systems, at both 
algorithmic and architectural levels. 

 ▪ Part II addresses VLSI architectures and designs for cryptography and error correction 
coding. 

 ▪ Part III discusses general SoC design techniques as well as system-level design optimization 
for application-specific algorithms. 

 ▪ Part IV is devoted to circuit-level design techniques for nano-scale devices.

It should be noted that the book is not a tutorial for beginners to learn general VLSI design 
methodology. Instead, it should serve as a reference book for engineers to gain the knowledge 
of advanced VLSI architecture and system design techniques. Moreover, this book also 
includes many in-depth and optimized designs for advanced applications in signal processing 
and communications. Therefore, it is also intended to be a reference text for graduate students 
or researchers for pursuing in-depth study on specific topics. 

The editors are most grateful to all coauthors for contributions of each chapter in their 
respective area of expertise. We would also like to acknowledge all the technical editors for 
their support and great help. 

Zhongfeng Wang, Ph.D. 
Broadcom Corp., CA, USA 

Xinming Huang, Ph.D. 
Worcester Polytechnic Institute, MA, USA
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1. Introduction 
 

Wireless data transmission and high-speed image processing devices have generated a need 
for efficient transform methods, which can be implemented in VLSI environment. After the 
discovery of the compactly supported discrete wavelet transform (DWT) (Daubechies, 1988; 
Smith & Barnwell, 1986) many DWT-based data and image processing tools have 
outperformed the conventional discrete cosine transform (DCT) -based approaches. For 
example, in JPEG2000 Standard (ITU-T, 2000), the DCT has been replaced by the 
biorthogonal discrete wavelet transform. In this book chapter we review the DWT structures 
intended for VLSI architecture design. Especially we describe methods for constructing shift 
invariant analytic DWTs.  

 
2. Biorthogonal discrete wavelet transform 
 

The first DWT structures were based on the compactly supported conjugate quadrature 
filters (CQFs) (Smith & Barnwell, 1986), which had nonlinear phase effects such as image 
blurring and spatial dislocations in multi-resolution analyses. On the contrary, in 
biorthogonal discrete wavelet transform (BDWT) the scaling and wavelet filters are 
symmetric and linear phase. The two-channel analysis filters 0 ( )H z and 1( )H z (Fig. 1) are of 
the general form 
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where  the scaling filter 0 ( )H z has the Kth order zero at   . The wavelet filter 1( )H z has 
the Kth order zero at 0  , correspondingly. ( )P z and ( )Q z are polynomials in 1z . The 
reconstruction filters 0 ( )G z and 1( )G z (Fig. 1) obey the well-known perfect reconstruction 
condition 
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The last condition in (2) is satisfied if we select the reconstruction filters as 
0 1( ) ( )G z H z  and 1 0( ) ( )G z H z   . 

 

              
Fig. 1. Analysis and synthesis BDWT filters.  

 
3. Lifting BDWT  
 

The BDWT is most commonly realized by the ladder-type network called lifting scheme 
(Sweldens, 1988). The procedure consists of sequential down and uplifting steps and the 
reconstruction of the signal is made by running the lifting network in reverse order (Fig. 2). 
Efficient lifting BDWT structures have been developed for VLSI design (Olkkonen et al. 
2005). The analysis and synthesis filters can be implemented by integer arithmetics using 
only register shifts and summations. However, the lifting DWT runs sequentially and this 
may be a speed-limiting factor in some applications (Huang et al., 2005). Another drawback 
considering the VLSI architecture is related to the reconstruction filters, which run in reverse 
order and two different VLSI realizations are required. In the following we show that the 
lifting structure can be replaced by more effective VLSI architectures. We describe two 
different approaches: the discrete lattice wavelet transform and the sign modulated BDWT. 
 

                          
Fig. 2. The lifting BDWT structure.  

 
4. Discrete lattice wavelet transform  
 

In the analysis part the discrete lattice wavelet transform (DLWT) consists of the scaling 
0 ( )H z and wavelet 1( )H z filters and the lattice network (Fig. 3). The lattice structure contains 

two parallel transmission filters 0 ( )T z and 1( )T z , which exchange information via two 
crossed lattice filters 0 ( )L z and 1( )L z . In the synthesis part the lattice structure consists of the 
transmission filters 0 ( )R z and 1( )R z and crossed filters 0 ( )W z and 1( )W z , and finally the 
reconstruction filters 0 ( )G z and 1( )G z . Supposing that the scaling and wavelet filters obey 
(1), for perfect reconstruction the lattice structure should follow the condition 
 
 

 

      
Fig. 3. The general DLWT structure. 
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This is satisfied if we state 0 0W L  , 1 1W L  , 0 1R T and 1 0R T .  The perfect 
reconstruction condition follows then from the diagonal elements (3) as 
                                                    0 1 0 1( ) ( ) ( ) ( ) kT z T z L z L z z                                                              (4) 
There exists many approaches in the design of the DLWT structures obeying (4), for 
example via the Parks-McChellan-type algorithm. Especially the DLWT network is efficient 
in designing half-band transmission and lattice filters (see details in Olkkonen & Olkkonen, 
2007a). For VLSI design it is essential to note that in the lattice structure all computations are 
carried out parallel.  Also all the BDWT structures designed via the lifting scheme can be 
transferred to the lattice network (Fig. 3).  For example, Fig. 4 shows the DLWT equivalent 
of the lifting DBWT structure consisting of down and uplifting steps (Fig. 2).  The VLSI 
implementation is flexible due to parallel filter blocks in analysis and synthesis parts. 
 

                 
Fig. 4. The DLWT equivalence of the lifting BDWT structure described in Fig. 2. 

 
5. Sign modulated BDWT  
 

In VLSI architectures, where the analysis and synthesis filters are directly implemented (Fig. 
1), the VLSI design simplifies considerably using a spesific sign modulator defined as 
(Olkkonen & Olkkonen 2008) 

                                                           
1 for n even

( 1)
-1 for n odd

n
nS


   


                                                         (5) 

A key idea is to replace the reconstruction filters by scaling and wavelet filters using the sign 
modulator (5). Fig. 5 describes the rules how ( )H z can be replaced by ( )H z and the sign 
modulator in connection with the decimation and interpolation operators. Fig. 6  
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Fig. 5. The equivalence rules applying the sign modulator. 
 
describes the general BDWT structure using the sign modulator.  The VLSI design simplifies 
to the construction of two parallel biorthogonal filters and the sign modulator. It should be 
pointed out that the scaling and wavelet filters can be still efficiently implemented using the 
lifting scheme  or the lattice structure.  The same biorthogonal DWT/IDWT filter module 
can be used in decomposition and reconstruction of the signal e.g. in video compression 
unit. Especially in bidirectional data transmission the DWT/IDWT transceiver has many 
advantages compared with two separate transmitter and receiver units. The same VLSI 
module can also be used to construct multiplexer-demultiplexer units. Due to symmetry of 
the scaling and wavelet filter coefficents a fast convolution algorithm can be used for 
implementation of the filter modules (see details Olkkonen & Olkkonen, 2008).  
 

                
Fig. 6. The BDWT structure using the scaling and wavelet filters and the sign modulator. 

 
6. Design example: Symmetric half-band wavelet filter for compression coder  
 

The general structure for the symmetric half-band filter (HBF) is, for k odd 
                                                                2( ) ( )kH z z B z                                                                 (6) 
where 2( )B z  is a symmetric polynomial in 2z . The impulse response of the HBF contains 
only one odd point. For example, we may parameterize the eleven point HBF impulse 
response as [ ] [ 0 0 1 0 0 ]h n c b a a b c , which has three adjustable parameters. The 
compression efficiency improves when the high-pass wavelet filter approaches the 
frequency response of the sinc-function, which has the HBF structure.  However, the 
impulse response of the sinc-function is infinite, which prolongs the computation time. In 
this work we select the seven point compactly supported HBF prototype as a wavelet filter, 
which has the impulse response 
                                                                1[ ] [ 0 1 0 ]h n b a a b                                                             (7) 
containing two adjustable parameters a and b. In our previous work we have introduced a 
modified regulatory condition for computation of the parameters of the wavelet filter 
(Olkkonen et al. 2005) 
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This relation implies that 1( )H z contains Mth-order zero at 1z  ( 0)  , where M is the 
number of vanishing moments. Writing (8) for the prototype filter (7) we obtain two 
equations 2 2 1 0a b   and 20 36 9 0a b   , which give the solution 9/16a   and 

1/16b  . The wavelet filter has the z-transform 
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having fourth order root at z=1. The wavelet filter can be realized in the HBF form 
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                                                              (11) 

the HBF structure can be implemented using the lifting scheme (Fig.  7). The functioning of 
the compression coder can be explained by writing the input signal via the polyphase 
components 
                                                          2 1 2

0( ) ( ) ( )eX z X z z X z                                                        (12) 
where ( )eX z and ( )oX z denote the even and odd sequences. We may present the wavelet 
coefficents as  
                                             2

1 2( ) [ ( ) ( )] ( ) ( ) ( )o eW z X z H z z X z A z X z
                                      (13) 

( )A z  works as an approximating filter yielding an estimate of the odd data points based on 
the even sequence. The wavelet sequence ( )W z can be interpreted as the difference between 
the odd points and their estimate. In tree structured compression coder the scaling sequence 
( )S z is fed to the next stage.  In many VLSI applications, for example image compression, 

the input signal consists of an integer-valued sequences.  By rounding or truncating the 
output of the ( )A z filter to integers, the compressed wavelet sequence ( )W z is integer-
valued and can be  efficiently coded e.g. using Huffman algorithm. It is essential to note that 
this integer-to-integer transform has still the perfect reconstruction property (2).  
 

                                              
Fig. 7. The lifting structure for the HBF wavelet filter designed for the VLSI compression 
coder. 

 
7. Shift invariant BDWT  
 

The drawback in multi-scale BWDT analysis of signals and images is the dependence of the 
total energy of the wavelet coefficients on the fractional shifts of the analysed signal. If we 
have a discrete signal [ ]x n and the corresponding time shifted signal [ ]x n  , where [0,1]  , 
there may exist a significant difference in the energy of the wavelet coefficients as a function 
of the time shift. Kingsbury (2001) proposed a nearly shift invariant complex wavelet 
transform, where the real and imaginary wavelet coefficients are approximately Hilbert 
transform pairs. The energy (absolute value) of the wavelet coefficients equals the envelope, 
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which warrants smoothness and shift invariance. Selesnick (2002) observed that using two 
parallel CQF banks, which are constructed so that the impulse responses of the scaling 
filters are half-sample delayed versions of each other: 0[ ]h n and 0[ 0.5]h n  , the 
corresponding wavelets are Hilbert transform pairs. In z-transform domain we should be 
able to construct the scaling filters 0 ( )H z and 0.5

0 ( )z H z . However, the constructed scaling 
filters do not possess coefficient symmetry and in multi-scale analysis the nonlinearity 
disturbs spatial timing and prevents accurate statistical correlations between different 
scales. In the following we describe the shift invariant BDWT structures especially designed 
for VLSI applications.  

 
7.1 Half-delay filters for shift invariant BDWT  
The classical approach for design of the half-sample delay filter ( )D z is based on the Thiran 
all-pass interpolator 
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where the kc coefficients are designed so that the frequency response follows approximately  
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Recently, half-delay B-spline filters have been introduced, which have an ideal phase 
response. The method yields linear phase and shift invariant transform coefficients and can 
be adapted to any of the existing BDWT (Olkkonen & Olkkonen, 2007b). The half-sample 
delayed scaling and wavelet filters and the corresponding reconstruction filters are  
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The half-delayed BDWT filter bank obeys the perfect reconstruction condition (2). The B-
spline half-delay filters have the IIR structure 
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which can be implemented by the inverse filtering procedure (see details Olkkonen & 
Olkkonen 2007b). 

 
7.2 Hilbert transform-based shift invariant DWT  
The tree-structured complex DWT is based on the FFT-based computation of the Hilbert 
transform ( aH operator in Fig. 8). The scaling and wavelet filters both obey the HBF 
structure (Olkkonen et al. 2007c) 
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For example, the impulse response 0[ ] [ 1 0 9 16 9 0 -1]/ 32h n   has the fourth order zero at 
  and 1[ ] [1 0 -9 16 -9 0 1]/32h n  has the fourth order zero at 0  . In the tree structured 
HBF DWT the wavelet sequences [ ]aw n . A key feature is that the odd coefficients of the 
analytic signal [2 1]aw n  can be reconstructed from the even coefficient values [2 ]aw n . This 
avoids the need to use any reconstruction filters. The HBFs (18) are symmetric with respect 
to / 2  . Hence, the energy in the frequency range 0  is equally divided by the 
scaling and wavelet filters and the energy (absolute value) of the scaling and wavelet  
 

                    
Fig. 8. Hilbert transform-based shift invariant DWT. 
 
coefficients are statistically comparable.  The computation of the analytic signal via the 
Hilbert transform requires the FFT-based signal processing.  However, efficient FFT chips 
are available for VLSI implementation. In many respects the advanced method outperforms 
the previous nearly shift invariant DWT structures.  

 
7.3 Hilbert transform filter for construction of shift invariant BDWT 
The FFT-based implementation of the shift invariant DWT can be avoided if we define the 
Hilbert transform filter ( )z , which has the frequency response 
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where sgn( ) 1  for 0  and sgn( ) 0  for 0  . In the following we describe a novel 
method for constructing the Hilbert transform filter based on the half-sample delay filter 
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By filtering the real-valued signal ( )X z by the Hilbert transform filter results in an analytic 
signal [1 ( )] ( )j z X z  , whose magnitude response is zero at negative side of the frequency 
spectrum. For example, an integer-valued half-delay filter ( )D z for this purpose is obtained 
by the B-spline transform (Olkkonen & Olkkonen, 2007b). The frequency response of the 
Hilbert transform filter designed by the fourth order B-spline (Fig. 9) shows a maximally flat  
magnitude spectrum. The phase spectrum corresponds to the ideal Hilbert transformer (19).  
 
 
 
 
 
 
 
 
 
       
 
 
 
 
 
 
 
Fig. 9. Magnitude and phase spectra of the Hilbert transform filter yielded by the fourth 
order B-spline transform. 

 
8. Conclusion 
 

In this book chapter we have described the BDWT constructions especially tailored for VLSI 
environment. Most of the VLSI designs in the literature are focused on the biorthogonal 9/7 
filters, which have decimal coefficients and usually implemented using the lifting scheme 
(Sweldens, 1988).  However, the lifting BDWT needs two different filter banks for analysis 
and synthesis parts. The speed of the lifting BDWT is also limited due to the sequential 
lifting steps.  In this work we showed that the lifting BDWT can be replaced by the lattice 
structure (Olkkonen & Olkkonen, 2007a). The two-channel DLWT filter bank (Fig. 3) runs 
parallel, which significantly increases the channel throughout. A significant advantage 
compared with the previous maximally decimated filter banks is that the DLWT structure 
allows the construction of the half-band lattice and transmission filters. In tree structured 
wavelet transform half-band filtered scaling coefficients introduce no aliasing when they are 
fed to the next scale. This is an essential feature when the frequency components in each 
scale are considered, for example in electroencephalography  analysis. 
The VLSI design of the BDWT filter bank simplifies essentially by implementing the sign 
modulator unit (Fig. 5), which eliminates the need for constructing separate reconstruction 
filters. The biorthogonal DWT/IDWT transceiver module uses only two parallel filter 
structures. Especially in bidirectional data transmission the DWT/IDWT module offers 
several advantages compared with the separate transmit and receive modules, such as the 

 

reduced size, low power consumption, easier synchronization and timing requirements. For 
the VLSI designer the DWT/IDWT module appears as a "black box", which readily fits to 
the data under processing. This may override the relatively big barrier from the wavelet 
theory to the practical VLSI and microprocessor applications. As a design example we 
described the construction of the compression coder (Fig. 7), which can be used to compress 
integer-valued data sequences, e.g. produced by the analog-to-digital converters.  
It is well documented that the real-valued DWTs are not shift invariant, but small fractional 
time-shifts may introduce significant differences in the energy of the wavelet coefficients. 
Kingsbury (2001) showed that the shift invariance is improved by using two parallel filter 
banks, which are designed so that the wavelet sequences constitute real and imaginary parts 
of the complex analytic wavelet transform. The dual-tree discrete wavelet transform (DT-
DWT) has been shown to outperform the real-valued DWT in a variety of applications such 
as denoising, texture analysis, speech recognition, processing of seismic signals and 
neuroelectric signal analysis (Olkkonen et al. 2006). Selesnick (2002) made an observation 
that a half-sample time-shift between the scaling filters in parallel CQF banks is enough to 
produce the analytic wavelet transform, which is nearly shift invariant. In this work we 
described the shift invariant DT-BDWT bank (16) based on the half-sample delay filter. It 
should be pointed out that the half-delay filter approach yields wavelet bases which are 
Hilbert transform pairs, but the wavelet sequences are only approximately shift invariant. In 
multi-scale analysis the complex wavelet sequences should be shift invariant.  This 
requirement is satisfied in the Hilbert transform-based approach (Fig. 8), where the signal in 
every scale is Hilbert transformed yielding strictly analytic and shift invariant transform 
coefficients.  The procedure needs FFT-based computation (Olkkonen et al. 2007c), which 
may be an obstacle in many VLSI realizations. To avoid this we described a Hilbert 
transform filter for constructing the shift invariant DT-BDWT bank (23). Instead of the half-
delay filter bank approach (16) the perfect reconstruction condition (2) is attained using the 
IIR-type Hilbert transform filters, which yield analytic wavelet sequences.  
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