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## 1. Introduction

Methods for measuring/calculating positions and poses using vision and 2D images are presented in this chapter. In such calculations a calibrated camera model is needed, and a newly developed generic camera model (GCM) is proposed and presented together with calibration routines. A camera model is a mapping of a 3D object space to a 2D image space and/or vice versa. This new GCM is aimed to be more accurate, computationally efficient, flexible and general compared to conventional camera models. See Fig. 1 for an application. The new camera model was developed because measurements showed that a conventional camera model (CCM) did not have a high enough accuracy for some camera types and robot positioning applications.


Fig. 1. A vision system can measure the pose of a robot if the camera can see references. It can also determine the geometry of a curve to be welded by the robot. In that case it needs to first see the path from at least two directions and use stereo vision.
The calibration calculates intrinsic and extrinsic camera parameters as well as positions of references from several images of these, using optimization methods. The extrinsic camera parameters are the 6D pose of the camera. The intrinsic camera parameters determine how the 2D image is formed in the camera given relative positions of the camera and the environment.

Methods for estimating the camera parameters and the reference positions are presented. These calculations are based on the position, size and shape of references in the images. Estimates of these parameters are needed as initial values in the calibration to assure convergence. A method of calculating the "centre point" of a reference in the image is developed for increased accuracy, since the centre of gravity of the reference in the image generally does not correspond to the centre of the reference. The GCM allows for variable focus and zoom. This fact and that it can be used for wide angle fisheye cameras (which can not be modelled by the CCM) as well as low distortion cameras makes the GCM very versatile.
Together with the GCM and the calibration, ambiguities or nontrivial null spaces are also discussed. Nontrivial null spaces occur when the same image can be obtained with different sets of camera parameters and camera poses. This can happen with the GCM, as well as the CMM to some extent, and is therefore important to consider in the calibration. Methods to handle these null spaces are described.
Image processing techniques are not explicitly described, except for methods of finding centre points of the references in the image. It is assumed that the image coordinates needed are found with some method.
Different kinds of distortions can be captured by a camera model. In a camera with no distortion, a collinear camera, a straight line in object space is mapped to a straight line in image space. A model of a collinear camera is called a pinhole camera model (PCM). Both the CCM and the GCM can model ordinary radial distortion, but in different ways, while other types of distortions are modelled by some CCMs and the GCM, e.g. variations in entrance pupil (as in (Gennery 2006)) and decentring distortion (more in (Heikkila 2000) and (Kannala \& Brandt 2006)). The GCM has an efficient way of including varying entrance pupil in the model, and two methods for compensating for decentring distortion. The CCM, described by (Brown 1971), (Tsai 1987), (Heikkila 2000), (Motta \& McMaster 2002), and the GCM, have been used in a laboratory experiment, where the accuracy of the vision systems were compared to a coordinate measuring machine (CMM). When only radial distortion is accounted for the GCM is better in accuracy. Then the other types of distortion can be added for further improvement of accuracy. Furthermore, the CCM is poor in handling cameras with a wide angle of view, such as fisheye cameras, which is why there are several other models developed, specialised for these (Basu \& Licardie 1995), (Brauer-Burchardt \& Voss 2001), (Bakstein \& Pajdla 2002), (Shah \& Aggarwal 1996). The GCM can be used for both fisheye and ordinary cameras, and at the same time it includes the undistorted PCM as the simplest meaningful special case. Therefore there is no longer a need to use different models for these different kinds of cameras.
Calibration methods using references which are a priori known can be found in (Brown 1971), (Tsai 1987) and (Heikkila 2000). If the positions of the references are not known the calibration procedure is called self-calibration. Both self-calibration and calibration with known references are presented in this chapter. Self calibration procedures can also be found in (Fraser 1997) and (Dornaika \& Chung 2001). Other methods for self-calibration use modulus constraint (Pollefeys \& Van Gool 1999) and Kruppa's equations (Olivier et al. 1992), the last two use only the undistorted PCM. Another calibration method that uses external measurements of the calibration camera poses is (Wei et al. 1998). Such a method is called active, while passive methods only use the information in the images for the calibration. Both passive and active methods are discussed below, and a method of improving the calibration by measuring camera positions after a passive calibration, is presented.

A calibrated camera can then be used for calculating a camera pose from an image, by using references with known positions. If a point or curve is seen from at least two directions its position can be calculated, using stereovision methods. A new general method for calculating positions from stereo vision is presented.
There are other models that can be considered generic, as in (Kannala \& Brandt 2006) and (Gennery 2006). An advantage with the GCM compared to (Kannala \& Brandt 2006) is that they do not include the undistorted PCM as a special case, and also do not have entrance pupil variations included. Advantages compared to (Gennery 2006) are that GCM is more simple and efficient, both to implement and to run. (Gennery 2006) needs several iterations to do one camera model mapping, while the GCM can do it in a single strike. Fast calculations are important for both calibration and the applications; in the calibration since it involves many camera model calculations, and in the applications if the result is to be used on-line.
To summarize the novelties of this contribution are as follows:

- Introduction of a generic camera model (GCM) and its different kinds of distortion compensations, as well as its relation to other camera models. A main benefit of the GCM is that it includes wide angle of view (fisheye) cameras as well as ordinary cameras within the same unified model structure.
- Methods for including variable zoom and focus in the model as well as procedures for how to include it in the calibration.
- Discussions on nontrivial null spaces and how to handle them.
- Algorithms for initial estimates of intrinsic and extrinsic camera parameters as well as reference positions.
- Methods for calculating image centre points of references.
- A new stereo vision calculation method.
- Experimental investigation where the accuracy of different camera model configurations are analysed.
The chapter is organised as follows; Section 2 presents camera models in more detail, both the CCM and especially the GCM. Section 3 describes calibration while Section 4 introduces vision pose calculations and stereo vision. Section 5 presents an accuracy investigation, and conclusions and future work are given in Section 6.


## 2. Camera models

A mathematical camera model consists of algorithms for conversion between the position of points in a 3D object world and their appearance as points in a 2D image plane. If the intrinsic and extrinsic camera parameters are known and an observed 3D object point position is known, the camera model can consequently be used to calculate where the object point ends up in the image. It can also be used the other way around; if an image point and the camera parameters are known the camera model can calculate all possible object points the image point could originate from.
Both the CCM and GCM are described here. First an image coordinate system is introduced, where the origin is in the intersection of the image plane with the optical axis, called the principal point. The scaling is the same in both image coordinate directions. A conversion to the detector pixel image coordinate plane is made in Section 2.3. First only radial distortion is considered and decentring distortion can be added afterwards. Vectors with a superscript
${ }^{\mathrm{w}}$ are coordinates in a world coordinate system, superscript ${ }^{\mathrm{i}}$ in a 2D image coordinate system, and superscript c in a 3D camera coordinate system. Indices ${ }_{1,2}$ and ${ }_{3}$ denote $x$ - $y$ and $z$-components of a vector respectively.

### 2.1 Conventional Camera Model (CCM)

In the simplest kind of camera model, the pinhole camera model (PCM), a point in 3D space is projected to the image plane through a straight line passing a point $P$ inside the lens system on the optical axis, see image point $x_{p}^{i}$ in Fig 2 . This model is collinear and takes no distortion into consideration. To calculate an image coordinate point, $x_{p}^{i}$, corresponding to an observed object point, $x_{o}^{w}$, using this model, first the points coordinates in a 3D camera coordinate system, $x_{o}^{c}$, should be calculated, by rotating and translating the coordinates according to a camera pose. The pose is the position and orientation of the camera

$$
\begin{equation*}
x_{o}^{c}=R x_{o}^{w}+T \tag{1}
\end{equation*}
$$

$R$ is a rotation matrix and $T$ is a translation vector of the conversion defining the pose of the camera, that is rotation and translation between a world and a camera coordinate system. The camera coordinate system has its $x$ - and $y$ - axes parallel to the image coordinate axes, and its $z$-axis along the optical axis. Its origin is in a point $P$, in the centre of the lens system, so this point is defined as the camera position for PCM and CCM, see Fig. 2. Note that the definition of the camera position differs for the GCM in the next section. For the GCM the origin of the camera coordinate system is the principal point, that is the intersection between the optical axis and the image plane. The image coordinates for a PCM are now

$$
\begin{align*}
& x_{p 1}^{i}=-f x_{o 1}^{c} / x_{o 3}^{c}  \tag{2a}\\
& x_{p 2}^{i}=-f x_{o 2}^{c} / x_{o 3}^{c} \tag{2b}
\end{align*}
$$

where $f$ (related to the focal length) is the distance from the detector to the pinhole point $P$. Sometimes a geometrical construction where the image is formed in front of the detector is used, and then the minus signs in (2) change to plus signs.
One way of modelling distortion is to use a conversion between an image point and where it would end up in a PCM, i.e. a conversion between a distorted and a non distorted image. A CCM models radial distortion by taking a PCM point $x_{p}^{i}$, and moving it in the radial direction to the point $x_{r}^{i}$ where it would end up in a radially distorted image, see Fig 2. A polynomial in $r_{p}=\sqrt{x_{p 1}^{i}{ }^{2}+x_{p 2}^{i}}{ }^{2}$, the distance in the image from the image point to the principal point, is used to adjust the position of the image point, according to

$$
\begin{gather*}
x_{r}^{i}=x_{p}^{i} f_{p}\left(r_{p}\right)  \tag{3}\\
f_{p}\left(r_{p}\right)=\left(1+k_{p 1} r_{p}+k_{p 2} r_{p}^{2}+\ldots\right) \tag{4}
\end{gather*}
$$

This polynomial adjusts the image point radially from or to the principal point. The constants $k_{p i}$ are intrinsic camera parameters and the degree of the polynomial $f_{p}\left(r_{p}\right)$ can be adjusted according to the camera used and the accuracy needed. Other functions than
polynomials can be used in (4), but a polynomial was chosen for simplicity. Sometimes only even powers of $r_{p}$ are used. Note that from (3) it follows that

$$
\begin{equation*}
r_{r}\left(r_{p}\right)=r_{p} f_{p}\left(r_{p}\right) \tag{5}
\end{equation*}
$$



Fig. 2. Illustration of the CCM with the world, camera and image coordinate systems. Two points in the image are defined, one undistorted, $x_{p}$, and one radially distorted, $x_{r}$.

In (5) $r$ is the distance to the principal point in the radially distorted image, $r_{r}=\sqrt{x_{r 1}^{i}{ }^{2}+x_{r 2}^{i}{ }^{2}}$. If every image point is moved radially according to (5) this is the same as (3). The points are moved radially if the ratio between $x_{1}^{i}$ and $x_{2}^{i}$ is the same before and after the transformation. The transformation (3) or (5) can be performed in the opposite direction, so that

$$
\begin{equation*}
x_{p}^{i}=x_{r}^{i} f_{r}\left(r_{r}\right) \tag{6}
\end{equation*}
$$

where $f_{r}\left(r_{r}\right)=\left(1+k_{r 1} r_{r}+k_{r 2} r_{r}^{2}+\ldots\right)$. Also here, usually only even powers of $r_{r}$ are used. These methods are described in (Brown 1971), (Tsai 1987), (Swaminathan \& Nayar 1999), (Heikkila 2000), (Motta \& McMaster 2002) and (Nowakowski \& Skarbek 2007). If there is a need to calculate from the 2D image to 3D object space an equation for a straight line from the undistorted image coordinate converted to the 3D coordinate system through the pinhole point, $P$, is made. Then an image conversion from the distorted to non distorted image is needed. So whether (5) or (6) should be used depends mostly on the direction of the camera model transformation. When transforming to the image only the function value needs to be computed in (5), while in the other direction a polynomial equation has to be solved. With (6) it is on the contrary easier to convert from distorted to non-distorted image. The inclination angle $\alpha$ in Fig 2 is between the optical axis oaches 90 degrees, therefore large angles can not be modelled with the CCM. and the object line. One problem with the CCM is that $r_{p}$ tends to infinity when $\alpha$ approaches 90 degrees, therefore large angles can not be modelled with the CCM.

### 2.2 The new Generic Camera Model (GCM)

The GCM handles radial distortion in a different way than the CCM, and can also include variation of the entrance pupil position and decentring distortion. Entrance pupil can be viewed as another kind of radial distortion than discussed in the previous section. To explain entrance pupil, think of an image point. That corresponds to a line in the 3D object space, corresponding to all points the image point can have originated from, the object line. The line crosses the optical axis, but it can cross it on different positions depending on the inclination angle. The crossing point is called the entrance pupil and is denoted $x_{f o}$, see
Fig 3. The GCM and the different distortions are divided into steps where each step accounts for one type of distortion. All of these steps can be performed in two directions either adding or removing the distortion type. Adding distortion is done when converting from object space to image space. In converting from image to object space the distortions need to be removed. If the different distortions are compensated for in the right order they can be separated into different steps, except for radial distortion and entrance pupil, which are connected, so they have to be handled simultaneously. First a conversion between a 3D object world and an image with radial distortion and varying entrance pupil, $x_{r}^{i}$ is introduced. Then a conversion between $x_{r}^{i}$, the radially distorted image point, to a decentring distorted point, $x_{d}^{i}$, is performed. Finally, a conversion between $x_{d}^{i}$ and $x_{c}^{i}$, where, $x_{c}^{i}$ is the measured chip pixel coordinates, is presented. The undistorted PCM coordinates $x_{p}^{i}$ can also be computed using the GCM as in (28). In converting to the detector the calculations should be in this order. When converting to object space the calculations are done in reverse, i.e. from $x_{c}^{i}$ to $x_{d}^{i}$, then from $x_{d}^{i}$ to $x_{r}^{i}$ and from $x_{r}^{i}$ to the object line. Variable focus and zoom in the model is presented in the calibration section.

## Radial Distortion and Entrance Pupil

Again we start by using a 2D image coordinate system where the origin is in the principal point. The 3D camera coordinate system has its origin in the same point, that is in $x_{c a}$ in Fig 3 , and not in $P\left(=x_{f_{0}}\right)$, as for the CCM. So $x_{c a}$ is the position of the camera in the GCM. We start by converting from image to object space. In calculating with radial distortion and entrance pupil with the GCM first two points are defined on the optical axis, called $x_{f i}$ and $x_{f o}$, see Fig 3, where $x_{f o}$ already has been discussed. Both of these points can slide along the optical axis depending on the inclination angle, $\alpha$, or depending on $r$ which is a measure of $\alpha$. The object line is parallel to a line from an image point, $x_{r}$, to $x_{f i}$, and it goes through $x_{f o}$. This geometrical construction defines the radial distortion and the entrance pupil of the GCM, see Fig 3.
The distance from the detector to the points $x_{f i}$ and $x_{f o}$ are called $f_{\text {imer }}(r)$ and $f_{\text {outer }}(r) . r$ is the distance from the image point to the principal point as before. The dependence of $r$ in $f_{\text {inner }}$ and $f_{\text {outer }}$ can be set to polynomials,

$$
\begin{gather*}
f_{\text {inmer }}(r)=d_{0}+d_{1} r+d_{2} r^{2}+\ldots  \tag{7}\\
f_{\text {outer }}(r)=e_{0}+e_{1} r+e_{2} r^{2}+\ldots \tag{8}
\end{gather*}
$$

where $d_{i}$ and $e_{i}$ are intrinsic camera parameters. Here $d_{0}$ is the same as $f$ in the CCM. The degrees of the polynomials can be chosen to get a good enough accuracy and a simple enough model. It might seem more natural to have $f_{\text {inner }}$ and $f_{\text {outer }}$ as functions of $\alpha$ instead of $r$, but since $\alpha$ is not directly known, that would give a more complicated and slower calculation. The reason that it is possible to use $r$ instead of $\alpha$ is that for a given camera there is a one to one relationship between them and that we have the freedom to design an appropriate function dependence (by choosing polynomial coefficient values) between $f_{\text {imer }}$ and $f_{\text {outer }}$ and its variable. Compare with (Gennery 2006), which gives more complicated formulas for modelling the same phenomena.
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Fig. 3. Geometrical construction of the GCM, with different inclination angles. The points $x_{f o}$ and $x_{f i}$ can slide along the optical axis depending on $r$, the distance to the centre principal point. For large angles, $\alpha$, the undistorted image point of the CCM would be far away from the centre of the image, causing problems for the CCM. The GCM solves that by having $x_{f i}$ close to the detector (or even below it).

Let the unit vectors $e_{x}, e_{y}$ and $e_{z}$ span a 3D camera coordinate system. The $x$ - and $y$ - axes in this 3D camera coordinate system are the image $x$ - and $y$-axes, and the $z$ - axis is pointing along the optical axis. If the camera is rotated by angles $\theta, \varphi$ and $\gamma$ compared to a world coordinate system, the unit vectors in the world coordinate system can be expressed as

$$
\begin{gather*}
e_{z}^{w}=\left[\begin{array}{c}
\cos \theta \cos \varphi \\
\cos \theta \sin \varphi \\
\sin \theta
\end{array}\right] ; \quad e_{x}^{w}=\left[\begin{array}{c}
\cos \gamma \sin \varphi+\sin \gamma \sin \theta \cos \varphi \\
\cos \gamma \cos \varphi+\sin \gamma \sin \theta \sin \varphi \\
-\sin \gamma \cos \theta
\end{array}\right]  \tag{9ab}\\
e_{y}^{w}=e_{z}^{w} \times e_{x}^{w}=\left[\begin{array}{c}
\sin \gamma \sin \varphi+\cos \gamma \sin \theta \cos \varphi \\
-\sin \varphi \cos \varphi+\cos \gamma \sin \theta \sin \varphi \\
-\cos \gamma \cos \theta
\end{array}\right] \tag{9c}
\end{gather*}
$$

Relations between the points in Fig 3 and the unit vectors and the polynomials $(7,8)$ in a world coordinate system are

$$
\begin{equation*}
x_{f o}^{w}=x_{c a}^{w}+f_{\text {outer }}(r) e_{z}^{w} \tag{10}
\end{equation*}
$$

$$
\begin{align*}
& x_{f i}^{w}=x_{c a}^{w}+f_{i m m e r}(r) e_{z}^{w}  \tag{11}\\
& x_{r}^{w}=x_{c a}^{w}+x_{r 1}^{i} e_{x}^{w}+x_{r 2}^{i} e_{y}^{w} \tag{12}
\end{align*}
$$

The object line can now be expressed as

$$
\begin{equation*}
x_{f o}^{w}+a\left(x_{f i}^{w}-x_{r}^{w}\right) \tag{13}
\end{equation*}
$$

where the parameter, $a$, can be varied to move along the object line. Using $(10,11,12)$ the object line (13) can also be written

$$
\begin{equation*}
x_{c a}^{w}+f_{\text {outer }}(r) e_{z}^{w}+a\left(f_{\text {imer }}(r) e_{z}^{w}-x_{r 1}^{i} e_{x}^{w}-x_{r 2}^{i} e_{y}^{w}\right) \tag{14}
\end{equation*}
$$

The terms inside the parenthesis after $a$ defining the direction of the line should be measured in the same unit, where an image unit like pixels is convenient. The two first terms should be in the length unit of a world coordinate system, not necessarily the same as inside the parenthesis. Equations (7)-(14) represent the conversion from the 2D image to the 3D object world. Using this method it is also possible to go in the other direction, i.e. from the object space to the image space. Assume we have a point in the object space, $x_{o}^{w}$, with a certain position relative to the camera. First calculate the point's position in the 3D camera coordinate system, $x_{o}^{c}$, using (1). Then the following equation for $r$ can be used, derived using similarity of triangles:

$$
\begin{equation*}
\frac{f_{\text {imer }}(r)}{r}=\frac{x_{o 3}^{c}-f_{\text {outer }}(r)}{\sqrt{x_{o 1}^{c}+x_{o 2}^{c}}} \tag{15}
\end{equation*}
$$

This is an equation that can be solved for $r$ so the distance to the centre of the image is known. Then use the fact that if there is no decentring distortion the ratio between $x_{r 1}^{i}$ and $x_{r 2}^{i}$ in the image is the same as between $x_{o 1}^{c}$ and $x_{o 2}^{c}$, but they have opposite signs (or the same signs if it is projected in front of the lens). This gives the following formulas for $x_{r}^{i}$ based on the solution of (15) and the vector $x_{o}^{c}$

$$
\begin{gather*}
x_{r 1}^{i}=-r \frac{x_{o 1}^{c}}{\sqrt{x_{o 1}^{c 2}+x_{o 2}^{c}}}  \tag{16a}\\
x_{r 2}^{i}=\left\{\begin{array}{c}
x_{r 11}^{i} \frac{x_{o 2}^{c}}{x_{o 1}^{c}}, \quad x_{o 1}^{c} \neq 0 \\
-\operatorname{sign}\left(x_{o 2}^{c}\right) r, \quad x_{o 1}^{c}=0
\end{array}\right. \tag{16b}
\end{gather*}
$$

Since (15) can be transformed into a polynomial equation if $f_{\text {imerer }}(r)$ and $f_{\text {outer }}(r)$ are polynomials it can have several solutions. If more than one is real a test has to be made to obtain the correct solution. $r$ should have appropriate values in relation to the size of the detector. It can also be tested if the corresponding values of $f_{\text {imer }}(r)$ and $f_{\text {outer }}(r)$ are reasonable. The degree of the equation (15) is

$$
\begin{equation*}
\text { degree(eq } 15)=\max \left(\left(\text { degree } f_{\text {imer }}(r)\right) ;\left(\text { degree } f_{\text {outer }}(r)\right)+1\right) \tag{17}
\end{equation*}
$$

Therefore, if conversion shall be done to the image, the degree of $f_{\text {outer }}(r)$ should usually be at least one lower than $f_{\text {imer }}(r)$ so that it does not contribute to give a higher degree of the polynomial equation. This is not a problem since it is more important to have an accurate $f_{\text {inmer }}(r)$ than $f_{\text {outer }}(r)$. If $f_{\text {outer }}(r)$ is constant and a low order polynomial in (15) is wanted, in relation to the number of camera parameters, then a quotient between two polynomials can be used as $f_{\text {imer }}(r)$, where the degree of the denominator polynomial is one degree lower than the numerator.

## Decentring Distortion

Decentring distortion can be caused by e.g. a leaning detector surface, badly aligned lens system and non constant refraction index in the lenses. These effects are usually larger for cheap cameras. A special method accounting for leaning detector is presented first, and then a more general method will be presented. Leaning detector is compensated for by using formulas defining a conversion between points in a leaning detector and a non-leaning detector. So now we convert between $x_{r}$ and $x_{d}$. The compensation for leaning detector is such that a straight line between a point in the non-leaning and the corresponding point in the leaning detector crosses the optical axis at a distance $f_{l}(r)$ from non-leaning image plane, Fig 4.


Fig. 4. The leaning image compensation converts between leaning and non-leaning detectors so that a line between the points on the two planes hits the optical axis at a point $f_{l}(r)$ units from the principal point.
First it is assumed that the image coordinate system is rotated, by an angle $\beta$, so that the $x$ axis is pointing in the direction of the steepest descent of the leaning detector, and the centre of the image is still in the principal point. The point $x_{r}^{i}$ is called $x_{r r}^{i}$ in the rotated image coordinate system. If $\delta$ is the leaning angle of the detector, the relations between the coordinates in the two planes are obtained from geometric analysis as

$$
\begin{gather*}
\frac{\cos \left(\arctan \left(x_{r r 1}^{i} / f_{l}(r)\right)\right)}{x_{d r 1}^{i}}=\frac{\cos \left(\delta+\arctan \left(x_{r r 1}^{i} / f_{l}(r)\right)\right)}{x_{r r 1}^{i}}  \tag{18a}\\
\frac{\cos \left(\arctan \left(x_{r r 2}^{i} / f_{l}(r)\right)\right)}{x_{d r 2}^{i}}=\frac{\cos \left(\arctan \left(x_{r r 2}^{i} / f_{l}(r)+\arctan \left(x_{r r 1}^{i} \tan \delta / x_{r r 2}^{i}\right)\right)\right.}{x_{r r 2}^{i}} \tag{18b}
\end{gather*}
$$

Here $f_{l}(r)$ is a polynomial defining a point on the optical axis similar to $f_{\text {inner }}(r)$ and $f_{\text {outer }}(r) . r$ is the distance to the principal point in the non-leaning image plane, just like before. $x_{d r}^{i}$ is the image coordinates in the leaning image plane. This leaning image plane should be rotated back so that the orientation of the image plane coordinate is equivalent to the orientation before the leaning detector compensation. Since the plane is now leaning it is better to rotate back a slightly different value than $\beta$. If it is desirable to have the optical axis and images $x$ - axes before and after the transformation in the same plane, a relation between the rotation angles is

$$
\begin{equation*}
\beta_{\delta}=\arctan (\cos \delta \tan \beta) \tag{19}
\end{equation*}
$$

Here $\beta$ is a rotation in the non leaning plane and $\beta_{\delta}$ is the corresponding rotation in the leaning plane. Note that this gives a relation between the rotation angles, but the rotations should be in opposite directions.
The result of the back rotation, called $x_{d}^{i}$, is then the coordinate in the leaning detector. With
(18) it is easy to obtain a closed expression converting from non-leaning to leaning plane, but the other direction is more difficult, because then two equations have to be solved. One simplification conversing from leaning to non-leaning is obtained by using $r$ in the leaning detector as approximation to $r$ in the formulas. If this does not give an accurate enough result an iteration can be used, so that an $r$ from the solution of the approximated equation is used, and solve the system again, giving a better and better value for $r$. This can be done any number of times, but it should converge quickly. If $f_{l}(r)$ is constant these iterations are not needed.
Another way of solving the equations (18) from leaning to non-leaning is to use vector algebra. Construct a line going from an image point in the leaning detector plane to a point on the optical axis defined by $f_{l}(r)$, and solve a linear equation of where this line crosses a non-leaning image plane. One difficulty here is again that $r$ in the non-leaning plane is not known. Again it can be approximated by $r$ in the leaning plane, and if necessary perform iterations to get a better $r$. So we have methods for converting in both directions.
Leaning detector compensation may also be useful for modelling inaccurately aligned lenses. Another method, taking decentring distortion into account, can be used if there is a combination of different kinds of decentring distortion, or if it is not known what causes the decentring distortion. The method uses a conversion between an image plane with no decentring distortion and an image with decentring distortion, or the other way around. $\phi$ is an image angle around the optical axis, and $r$ is as before the distance to the principal point from the image point. $e_{r}^{i}$ is a unit vector pointing radially away from the centre of the image to the image point. $e_{t}^{i}$ is a unit vector perpendicular to that but still in the image plane. Formulas for converting from non-decentring distortion coordinates $x_{r}^{i}$ to an image with decentring distortion $x_{d}^{i}$ are then

$$
\begin{equation*}
d_{r}(r, \varphi)=\left(g_{1} r+g_{2} r^{2}+g_{3} r^{3}\right)\left(g_{4} \cos \varphi+g_{5} \sin \varphi\right)+\left(g_{6} r+g_{7} r^{2}\right)\left(g_{8} \cos (2 \varphi)+g_{9} \sin (2 \varphi)\right) \tag{20}
\end{equation*}
$$

$$
\begin{gather*}
d_{t}(r, \varphi)=\left(h_{1} r+h_{2} r^{2}+h_{3} r^{3}\right)\left(h_{4} \cos \varphi+h_{5} \sin \varphi\right)+\left(h_{6} r+h_{7} r^{2}\right)\left(h_{8} \cos (2 \varphi)+h_{9} \sin (2 \varphi)\right)  \tag{21}\\
d_{t o t}\left(x_{r}^{i}\right)=d_{r}(r, \varphi) e_{r}^{i}(\varphi)+d_{t}(r, \varphi) e_{t}^{r}(\varphi)  \tag{22}\\
x_{d}^{i}=x_{r}^{i}+d_{t o t}\left(x_{r}^{i}\right) \tag{23}
\end{gather*}
$$

Here $d_{r}$ is a distortion in the radial direction and $d_{t}$ is a distortion in the tangential direction. This is a bit similar to (Kannala \& Brandt 2006), but $r$ is used instead of $\alpha$ for the same reason as above, and also odd powers are included. Another difference is that the $\phi$ and $r$ dependences are not separated here, as it is in (Kannala \& Brandt 2006). More parameters can easily be added or removed, so it describes a family of decentring distortion compensation methods. If there is a need to go more efficiently in the direction from distorted to not distorted image a more suitable method can be achieved by just changing $x_{r}^{i}$ and $x_{d}^{i}$ in (20-23), and use unit vectors pointing radially and tangentially in the distorted image, then the values of the constants $g_{i}$ and $h_{i}$ in (20) and (21) will change. There are other ways to take care of decentring distortion (Brown 1971), (Swaminathan \& Nayar 1999), (Heikkila 2000). These types of decentring distortion can also be combined with the GCM. One advantage of the calculations presented here is that the same behaviour can be achieved independently of the directions of the image coordinate axes.
To summarise, with decentring distortion we have methods that efficiently can go from either decentring distorted image plane to non-decentring distorted or vice versa. If there is a need to go in both directions one of the directions will be a bit slower and more complicated.

### 2.3 Image plane coordinate conversions

In the equations so far it has been assumed that the image coordinate system has its origin in the principal point. Also the same coordinate axis units are used in the two image directions. In a real camera however, this is usually not the case, but that problem is easily solved by having a conversion between the real camera detector chip coordinate system and the simplified ones used above. This is needed both for the CCM and the GCM. The transformation between the coordinate systems, i.e. from a point $x_{d}^{i}$ to a detector chip coordinate, $x_{c}^{i}$, is

$$
x_{c}^{i}=\left[\begin{array}{cc}
m_{1} & s  \tag{24}\\
0 & m_{2}
\end{array}\right] x_{d}^{i}+x_{c 0}^{i}
$$

Here $m_{1}$ and $m_{2}$ adjust the image unit scales in $x$ - and $y$-direction of the detector. They are different if the pixel distances are different in the two image directions, the ratio between them is called the aspect ratio. $x_{c 0}^{i}$ is the detector pixel coordinates of the principal point. (24) shifts the origin of the coordinate systems, so that it is in the sensor coordinate system origin. If the detector image coordinate axes are not perpendicular to each other the parameter $S$ is used, otherwise it is zero.

### 2.4 Comparison between the models

The models can be compared by looking at a simple version of the GCM, with constant entrance pupil and no decentring distortion. In that case the CCM and the GCM both model a camera with ordinary radial distortion. The relation between the angle $\alpha$ and $r$ and $f$ are, for PCM, CCM and the GCM respectively,

$$
\begin{gather*}
\text { Pinhole Model, PCM } \tan \alpha=\frac{r}{f}  \tag{25}\\
\text { Conventional Camera Model, CCM } \tan \alpha=\frac{r_{p}(r)}{f} \tag{26}
\end{gather*}
$$

$$
\begin{equation*}
\text { Generic Camera Model, GCM } \tan \alpha=\frac{r}{f_{\text {inner }}(r)} \tag{27}
\end{equation*}
$$

Here it can be seen that if $r / p(r)$ where $p(r)$ is a polynomial in $r$ was used in the CCM instead of $r_{p}(r)$, the same radial distortion model can be obtained as the GCM with constant entrance pupil. The other way around the GCM can be equivalent to a CCM if $f / p(r)$ is used as $f_{\text {inner }}$. A mix between the models can be constructed if a quotient between polynomials is used as $f_{\text {immer }}(r)$ or $r_{p}(r)$. That will also give polynomial equations for the projection to the image (15) for the GCM, (this is true even if also variation in entrance pupil is used in the model, if $f_{\text {outer }}$ is a polynomial or quotient between polynomials).
The fact that $\tan \alpha$ is large or even goes to infinity as $\alpha$ approaches 90 degrees is a problem for the CCM, since that can not be modelled by its polynomial trying to compensate that. It is no problem for the GCM, since if $f_{\text {imer }}(r)$ is zero also the right hand side of (27) goes to infinity. If $f_{\text {imer }}(r)$ is small or even negative it is no problem for the object line of GCM to be directed in larger angles $\alpha$.
Sometimes there is a need to know how the image would look without distortion. That can be done even if the camera is calibrated (see Section 3) with the GCM, if $f_{\text {outer }}$ is constant. The undistorted image can be calculated from similarity of triangles according to:

$$
\begin{equation*}
r_{p}=\frac{f_{0} r}{f_{\text {imper }}(r)} \tag{28}
\end{equation*}
$$

Every point should be moved radially from the centre according to (28) to get the corresponding undistorted image. Any value of the constant $f_{0}$ gives an undistorted image, but if the image scaling in the centre of the image should be preserved, the first constant in the $f_{\text {imer }}(r)$ polynomial, $d_{0}$, should be used as $f_{0}$. Then the image scale will be the same as for the CCM after radial distortion compensation. If decentring distortion was used first the non decentring distorted image points should be calculated and then use (28) on the resulting image. If $f_{\text {outer }}$ is not constant this formula will only be an approximation.
Entrance pupil variations are more important for cameras with a high angle of view. Also it is more important if the distance between the camera and the observed objects can vary. That is since, if the distance is not varying, a camera model with a slightly wrong position of
the entrance pupil can approximate an exact model in a good way, see Fig 7. Fisheye cameras have a large depth of focus. Therefore there are three reasons for using the GCM for fisheye cameras. The large viewing angle and the depth of focus makes entrance pupil important, and the way to handle ordinary radial distortion is suitable for fisheye cameras. Since the simplest meaningful special case of the GCM is the PCM, it is suitable for low distortion cameras as well. Therefore the GCM has the best of both worlds compared to the CCM and models specialised for fisheye lenses.
The GCM is also suitable for situations where the focus and/or zoom can vary, as will be described in Section 3.1.

## 3. Calibration

To use a camera model its intrinsic parameters have to be known, and these are determined in a calibration. That can be done by taking several images of reference points from different angles and distances, and perform a calibration calculation based on the images. In these calculations the positions of the references will be calculated, as well as the camera poses for the calibration images. The reference positions are also useful if there is a need to calculate camera poses based on images, described in Section 4.1. The calibration problem can be transformed into a least squares optimization problem. If the optimization is made in image space the function to minimize is obtained from the norm of a residual vector of distances between the measured image points $x_{c}^{i}$ and the estimated points, $\hat{x}_{c}^{i}$ calculated based on (24) of the camera model and its partly unknown parameters:

$$
\begin{equation*}
\min \sum_{j} \sum_{k}\left|x_{c j k}^{i}-\hat{x}_{c j k}^{i}\right|^{2} \tag{29}
\end{equation*}
$$

The sum is taken over all calibration images with indices $j$ and all reference points with indices $k$. It is an advantage if approximate initial values of reference positions, camera poses and intrinsic camera parameters are known. Otherwise the optimization procedure may not converge, see Section 3.3.
One optimization issue is that it has to be known which reference point in the object world corresponds to which point in the images, the correspondence problem. One way of solving that is to place unique groups of references in the environment, like star constellations. These can be matched with a matching algorithm. Actually the references together can be viewed as one large constellation, but then it takes a longer time to match. Another way of doing this is to manually instruct the system the identity of each point in the images. The same optimization criterion, (29), is used weather the reference positions are known or not, but if they are not known they are calculated by the optimization program, otherwise they are considered given constants.
In the calibration calculations there are a large number of unknown parameters. If the references are unknown there are six pose parameters for each calibration image, three for each reference position in addition to the intrinsic camera parameters. A residual vector containing all the optimization image errors can be sent to the optimizer. The optimizer can then square and sum if needed. Also a Jacobian matrix can be sent to the optimizer. This Jacobian contains all the partial derivatives of all the elements in the residual vector with respect to all the unknown parameters. Calculation time can be saved by using the fact that
most of the elements in this matrix are always zero. For example the derivative of a residual element corresponding to one image is zero with respect to a pose parameter of another image camera pose. The same is valid for the derivative of an image reference position with respect to the position of another 3D reference point. The derivative with respect to an unknown intrinsic camera parameter will in general not be zero though. These derivatives can be computed numerically, or analytically. The residual vector can have the double length if each image point difference is divided into individual difference in $x$ and $y$ direction.
The optimization can also be made in object space. By using a measured image reference coordinate, the camera model can be used to calculate the corresponding object line $x_{f_{0}}^{w}+a\left(x_{f i}^{w}-x_{r}^{w}\right)$. The shortest distance from this line to its corresponding 3D reference point position $x_{o}^{w}$ can then be used as residual. An optimization criterion for this case is

$$
\begin{equation*}
\min \sum_{j} \sum_{k}\left(\frac{\mid\left(x_{f j j k}^{w}-x_{i j k}^{w}\right) \times\left(x_{f j k}^{w}-x_{o k}^{w}| |^{w}\right.}{\left|x_{j j k}^{w}-x_{i j k}^{w}\right|}\right)^{2} \tag{30}
\end{equation*}
$$

In the parenthesis is the formula for the shortest distance between a point and a line. Minimization can also be performed at any stage in between, for example the points can be converted to non-decentring distorted image coordinates and the residual vector is formulated accordingly. Yet another possibility is to use (28), and minimization can be done in a non distorted image plane, if $f_{\text {outer }}$ is constant. There are calibration methods specialized in minimizing errors in a non distorted image plane, that uses the fact that there straight lines are mapped to straight lines in the images (Devernay \& Faugeras 2001), and these can be applied also for the GCM if (28) is used. Reference points can be placed in the environment for that purpose, or natural points and corners can be used.
Another way of performing the calibration when camera poses can be measured independently, e.g. by a laser tracker, is to also include differences between the calculated calibration poses from vision and measured poses in the optimization criterion. If the calibration camera poses are measured, the calibration is called active. One thing to consider then is that if the systems measure in different coordinate systems, and it is not exactly known which point on the camera is measured transformation parameters will be added as variables in the optimization. Weights should be added to the least squares error components, to get the right importance of image pixel errors compared to position errors and orientation errors.

### 3.1 Variable Focus and Zoom

The geometry of the camera has been considered constant so far. It is possible to allow for variable focus and zoom in the system using the GCM if there is some kind of measure of how the camera is focused and zoomed. There are two reasons that the GCM is suitable for variable focus and zoom applications. One is that the position of the camera can be a point on the detector, and not in the lens system that can move when zooming and focusing. Another is that the entrance pupil can move considerably when changing the zoom.
The calibration procedure would be similar as for fixed geometry, but the calibration images must of course be taken with different focus and zoom. Some kind of interpolation or function dependency will be needed between different values of the focus and zoom parameters and the other intrinsic camera parameters. If $f_{o c}$ is the focus and $z_{o}$ is the zoom, one way is to let the intrinsic parameters depend on them in the following way

$$
\begin{equation*}
c\left(f_{o c}, z_{o}\right)=q_{0}+q_{1} f_{o c}+q_{2} z_{0}+q_{3} f_{o c}^{2}+q_{4} z_{o}^{2}+q_{5} f_{o c} z_{o} \tag{31}
\end{equation*}
$$

That is each camera parameter can be replaced by this kind of expression. This implies there will be six times as many camera parameters. These dependencies are in general different for different camera parameters though, e.g. $m_{1}, m_{2}$ and $s$ for the image plane conversions do not depend on the focus and zoom and therefore do not imply more parameters. Another way of calculating with variable focus and zoom is to do a regular calibration for some fixed values of these parameters, and then use interpolation between them, like in Fig 5. Here a triangular net is constructed in the 2D space of $f_{o c}$ and $z_{o}$ values.
If the system is calibrated in the points of Fig 5, then if for some value of these parameters it can be determined which triangle we are in, e.g a linear interpolation between the corner points of the triangle can be done. If a projection to the image shall be done, first calculate the corresponding image coordinates for the triangle corners, and do the interpolation. A similar thing can be done in the other direction by calculating the vectors of the object line and do a linear interpolation. If it is important to have exactly the same transformation both from image to object space and vice versa, as in the method to be shown in the last part of Section 3.3, the following can be done. Make an interpolation of the different camera parameter values in the triangle corners, and use them to do the camera model projections. A rectangular net can also be used, then a bilinear interpolation should be used.


Fig. 5. Triangular net used for interpolation between points calibrated for different values of focus and zoom.

### 3.2 Nontrivial null spaces

Before the actual calibration calculations, we consider so called non trivial null spaces. These are ambiguities occurring when the same image can be formed with different parameter setups, such as camera parameters and camera poses. That can cause problems when the calibration is based on images. One obvious null space occurs when changing the world coordinate system. By redefining the world coordinate system or moving the complete system with camera and references the same images can be obtained. Therefore the coordinate system should be locked somehow before the calculations.
Seven parameters need to be locked for defining the world coordinate system, three for position, three for orientation and one for scaling.
First force the system to have the coordinate system origin, $(0,0,0)^{T}$, in one reference point. Let the $x$-axis be in the direction to one other reference point by measuring the distance, $x$, between these points and set the coordinates of this second reference to $(x, 0,0)^{T}$.
Then the $z$-coordinate of a third point can be set to zero, defining the final rotation degree of freedom. These numbers should be constants, and hence not be changed during the calibration calculation. The length scales of the system will be defined by $x$. The more exact $x$ is measured, the more accurate the length scales will be. This will define a 3D world coordinate system that the vision system relates to.
Another nontrivial null space occurs when determining the constant $e_{0}$ of $f_{\text {outer }}$ in (8). If it is increased for a camera pose, the same image can be formed by in the same time moving the
camera backwards the distance of change of $e_{0}$. To solve that $e_{0}$ should be set to a constant and not be changed during calibration, if focus and zoom are constant. As a matter of fact it is usually best to set that coefficient to zero. That will give a camera model that differs a bit from Fig 2, but mostly for pedagogical reasons it was first described it in that way. Instead in Fig 2 the point $x_{f 0}$ together with the object line will be moved down close to the image plane (or more correctly the image plane and $x_{f i}$ moved up). This makes the position of the camera defined as a point in the centre of the optics, just as with the CCM, which is good. One exception of $e_{0}=0$ is if the camera is calibrated also with respect to varying focus and zoom. Then $e_{0}$ can be a function of these parameters, but to find that function dependency the calibration camera positions have to be measured with some other system, as in the last part of the calibration section, because of this null space. One way of determining the dependence of $e_{0}$ with respect to zoom is to look at the camera and see how much the front lens moves when zooming. That dependency can be used for that parameter and then optimize the rest with respect to images.
Another null space is in the values of the constants $m_{1}$ and $m_{2}$. Their ratio, the aspect ratio, is the ratio between the pixel distances in $x$ - and $y$ - on the detector. Though one of them can be set to any positive value. Therefore it is convenient to set one of them to one. Then the unit of $f_{\text {inner }}$ will be a pixel distance unit. The unit of $f_{\text {outer }}$ is the same as for an outer world coordinate system. The other of the two constants $m_{i}$ can be seen as a camera parameter, to be determined in the calibration procedure. The calibration will then find it to be the mentioned ratio between the pixel distance in the image directions. With this method we actually don't have to know the actual pixel distances in the detector, in fact it can not be determined in this kind of calibration, and it is not needed, at least for the applications here. Other nontrivial null spaces can occur when the detector surface is parallel to a planar reference plate. Consider, for simplicity, a PCM. Then if the camera is moved away from the reference plane and in the same time the focal distance is increased, with the same proportions as the movement distance from the plate. Then the same image would be obtained, see the left part of Fig 6. In the figure two "light beams" are shown but actually the whole image will be the same. This can cause problems if the calibration images are nonleaning enough compared to the reference plate, even in calibration with known references. Therefore images with leaning camera have to be included in the calibration, at least in passive calibration and the references are in a plane. This can occur also when the camera has distortion.
If the detector is not perpendicular to the optical axis, and again the references are in a plane another null space can occur. Think again of a PCM, but with leaning detector compensation. Then the detector can be kept parallel to the reference plane even though the optical axis is leaned, Fig 6. If this camera is moved to the side, and the lens system is held directed towards the same point on the reference plate (by leaning the detector surface), then the image will not change. Hence this is another nullspace. This is another reason to include calibration images with leaning camera poses.
In order to get a good calibration the calibration images have to be such that the references seen in the images cover the range of inclination angles, $\alpha$, the system shall be used for. If the entrance pupil is not constant compared to the camera the calibration images have to vary both in distance and angle to the references. Otherwise the calibration calculation can make the system work accurately only for the particular distance of the calibration images, see Fig 7. The problem occurs if there is a large enough interval of $\alpha$ where the distance to
the references does not vary. That is because of another null space. If somewhere in the $\alpha$ interval $f_{\text {outer }}$ is e.g. too large that can be compensated by having $f_{\text {imer }}$ a little too small, see Fig 7. Then the system will be accurate only for one distance in that direction, $\alpha$.


Fig. 6. If the detector surface is parallel to a reference plane nontrivial null spaces occur.


Fig. 7. If the distance to the reference does not vary two different sets of camera parameters $a$ and $b$ can both give a small error norm in both image and object space. The calibration can not determine if situation $a$ or the dotted $b$ in the figure is the right one.

### 3.3 Pre-processing algorithms

This section suggests means for improved calculation results, especially initial values for extrinsic and intrinsic camera parameters as well as reference positions to assure convergence, and estimation of the centre of a reference in the image. The centres of the references are important since the centre of gravity of a projected shape in the image does in general not reflect the centre of the object in object space. The calibration is a large calculation, and without estimations of the parameters it is hard for them to converge at all. For the methods in this section to be valid the references needs to be flat and with a known geometry.
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